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= Be confident in accurate predictions,

- - and uncertain about inaccurate ones.
Contribution S ...
= The first Evidential Deep Learning (EDL) method ‘ T
for video action recognition in an open world. e eny =zt

= Debias the evidential feature by
two biased branches.

= Alternative optimization:

« DEAR: An open set action recognition model with
principled and efficient uncertainty estimation.

= We further proposed EUC loss to mitigate over- ,
confident predictions, and CED module to eliminate = Here A, is exponentially increasing ! he
static bias In videos. w.r.t. training epoch t from 0.01 to 1.0.;
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